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Abstract:

Fundamental differences between current and past knowledge in the field of biotechnology mean that we now have at our disposal the means to irreversibly change what is meant by ‘human nature’.  This paper explores some of the ethical issues that accompany the (as yet tentative) attempt to increase scientific control over the human genetic code in what amounts to a diminishing of difference.  Such a direction can be interpreted as a refusal to accept the frailty of human existence, and a reduction of human life to scientific explanations at the expense of the spiritual, cultural and communal.  Within such a limited view, the critical role of education is reduced in favour of promoting psychological efficiency, with the possibility of accelerating learning and increasing intellectual capacity through genetic manipulation.  A major concern expressed in the paper is the fine line between corrective therapy and psychological enhancement:  Who should be defining the normal range of human difference?  And what degree of caution should be required in redesigning future generations?  The unknown dangers inherent in the (perhaps irreversible) application of genetic technology to human life suggests that ad hoc government-sponsored dialogue events and the oft-cited precautionary principle may not go far enough in preserving the traditional role of education as society’s mechanism of cultural transmission and self-critical engine of progress.  New Zealand’s biotechnology strategy suggests this role may have been usurped by science in the service of economic prosperity.
Bioethics, Genetic Technology and Education

When it comes to the future, there are three kinds of people: those who let it happen, those who make it happen, and those who wonder what happened. 
~ John M. Richardson, Jr.
Biotechnology

In a sense biotechnology has been with us for centuries.  Facing the unpredictability of the natural world, and driven by a quest for more, human knowledge has long focussed on augmenting human ability and enhancing biological processes, with varying degrees of success. Traditional biotechnologies include animal and plant breeding techniques, and commonplace fermentation processes in the making of beer, cheese and bread.  Recent research and development in molecular and cellular biology includes a range of complex techniques from microbiology and biochemistry through to genetic engineering, with application to industry through agriculture, food production and health.  We are yet to see systematic biological intervention in the learning process although a recent case of a woman travelling to China to have stem-cells injected into her brain
 suggests the technology may not be far off, even if, as at present, Western governments impose regulatory restrictions on its application to human subjects. 

Biotechnology has been defined as “any technological application that uses biological systems, living organisms or derivatives thereof (whether genetically modified or not) to make or modify products or processes for general use” (Ministry of Research, Science and Technology, 2003: 37).  So the field takes into account a range of developments: bioethics; eugenics; somatic and germ-line cell therapy; stem cell research; xenotransplantation; pre-implantation genetic diagnosis; embryo donation; IVF surrogacy; movement of biological material between species; bio-prospecting; and nanotechnology – the science of the very small, involving manipulation of atoms and molecules (ibid.).  Limiting the field somewhat to more manageable proportions is a scientist’s definition of human biotechnology, which includes: genetic research that has an impact on humans; genetically modified food for human consumption; pharmaceuticals made from genetically modified organisms for treatment of human diseases; human genetic research such as embryology; and the topic of cloning (Roper, Zorn, & Weaver, 2004: 23). 

The educational prescription of this paper limits the focus further to the kinds of issues that might be of concern to educators: either in terms of concepts and limitations traditionally considered within the realm of education, such as factors affecting learning and intelligence (including physiological brain activity); or in terms of subjectivity; that is, “the modes by which, in our culture, human beings are made subjects” (Foucault, 2001a: 326).  Subjectivity, then, takes into account the socio-political way in which we learn who we are as human beings and the discourse that surrounds that learning environment. Of particular concern for the paper is the field of genetic modification, not only in its ability to affect the structure of living tissue (and therefore its functional capacity), but also as a field of knowledge that, as it becomes increasingly normalised, influences the way we conceptualise human existence and social interaction, and thus the nature of educational endeavour.  

This is not to denigrate the many benefits of scientific technology, nor its contribution to areas like food production, fertility treatment, drug research and the cure and prevention of disease.  I, for one, would probably be first in the queue for a cure if my children were facing a life-threatening disease able to be cured by such technology.  Nevertheless, this paper is a call for caution against the wholesale and uncritical celebration of technological advances, without being aware of possible complications that might otherwise become (like other man-made disasters) consequences that could not have been foreseen.  As the old saying goes, an ounce of preparation is worth a pound of cure.

Ethical issues in biotechnology

Within education there is a shifting focus from a society-critical function to a psychological efficiency model.  This accompanies the silencing of critical faculties within university schools of education as they acquiesce to the imperatives of commercial restructuring and attend increasingly to the production of qualifications for the teaching industry.  Teachers in training focus on the how of education rather than the what, so that instructional technology and accelerated learning techniques promote efficiency of delivery, to the detriment of teachers’ critical reflection either about their own attitudes or about the direction society and education are taking each other.  With advances being made in genetic technology and the increasing focus on brain science as a metaphor for learning, there exists a (hopefully remote) possibility that learning might one day become a function of specific genetic interventions
, either by daily injection or by embryonic design.  It is important, then, to examine the nature of current trends in genetics and to consider the ethics of some of its future possibilities.

Positions on the ethics of human enhancement technologies can be (crudely) characterized as ranging from transhumanism to bioconservatism (Bostrom, 2005).  
Transhumanism incorporates the belief that human enhancement technologies should be made widely available, that individuals should have broad discretion over which of these technologies to apply to themselves, and that parents should normally have the right to choose enhancements for their children-to-be.  Labelled as bioconservatism, on the other hand, is the belief that human enhancement technologies will undermine our human dignity, a belief that calls for broad bans on what Bostrom calls ‘otherwise promising human enhancements’.  He argues that dignity, in its modern sense, consists not in our pedigree or our causal origin, but in what we are and what we have the potential to become; including our technological and social context.  Human nature in this broader sense, he suggests, is dynamic, partially human-made, and improvable.  From the transhumanist standpoint, there is no deep moral difference between technological and other means of enhancing human lives, and dignity is possible for a posthuman future:

By defending posthuman dignity we promote a more inclusive and humane ethics, one that will embrace future technologically modified people as well as humans of the contemporary kind… allowing us to perceive more clearly the opportunities that exist for further human progress (Bostrom, 2005: 213-4).

What follows sounds a note of caution about the possibility of such posthuman dignity, and argues that we have insufficient ethical precautions in place to deal with the shaping of subjectivity that accompanies visions of the posthuman. 
The politics of normal

In considering the therapeutic aspects of genetic technology, it seems easy to agree that we should want to cure or alleviate illness, disease or disability; or that we should want to improve health and well-being.  In education too, specialised interventions are often legitimated in terms of a deficiency model or an enhancement model, so that we identify and respond to such traits as learning disabilities or giftedness.  However, in making decisions about the need for therapy or the benefits of enhancement, an assessment of ‘normal’ is made, deviation from which legitimates the corresponding treatment.  Presumably therapy would be applied to those identified as sub-normal (along with the stigma of being subnormal).  Presumably too, if the therapy were effective, previously sub normal individuals would gradually approach the benchmark established as normal, and so by a process of continuous improvement, the whole population would then become normal or better.  This series of successive approximations to a higher standard is conceivable, if the idea of normal is the normative ideal rather than the common denominator; in other words, the norm as a standard rather than an average.  It is clear that in the ‘average’ version, a comparative distribution requires the idea of normal to sit somewhere in between the best and worst cases, and statistically that can never change.  To define what the norm (as an ideal standard) should be, or to embark on a ceaseless quest to raise the norm (as the average), is not a value-neutral activity.  
Before undertaking such activity, however, some assessment is obviously being made about what is normal, what is desired, and what is an acceptable range of deviation.  Foucault (2003) defines the norm as “a functional regularity, as the principle of an appropriate and adjusted functioning; the ‘normal’ as opposed to the pathological, morbid, disorganised, and dysfunctional” (p. 162).  The norm is not a transcendental standard or neutral in its operation.  Rather, it establishes and discriminates against the abnormal – “individuals who, as carriers of a condition, a stigmata, of any defect whatsoever, may more or less randomly transmit to their heirs the unpredictable consequences of the evil, or rather of the non-normal that they carry within them” (pp. 316-7).  Foucault nominates this discrimination as a kind of racism, whose function is not so much the prejudice or defence of one group against another, as the definition of all those within a group who may be the carriers of a danger to it.  It is, he suggests, an internal racism that “permits the screening of every individual within a given society” (p. 317).  This “neoracism”, as society’s internal defence against its abnormal individuals, arises in relation to “a set of institutions of control and a series of mechanisms of surveillance and distribution” (p. 323).
Within psychiatry, Foucault posits deviations in conduct as a potential symptom of illness when the conduct deviates from “the rules of order or conformity defined on the basis of administrative regularity, familial obligations, or political and social normativity” (Foucault, 2003: 159).  If a similar judgment is made about genetic deviations, future human beings may be subject to redesign, with decisions about therapy and enhancement also based on administrative regularity, familial obligations, or political and social normativity.  This is clearly a case of treating others as means rather than ends, in the achievement of a more orderly and manageable society or a more predictable and less disturbing heredity through the redesign of its troublesome subjects.  
The issue is intensified when we consider the possibility that treatment may not be limited to the individuals concerned, and that if the level and type of deviation warrants it, the therapy may be applied to reproductive cells and so affect future generations.  There is an issue of human freedom here typically expressed in relation to rights: to be conceived naturally; to a unique genetic identity; to a genetic integrity or wholeness; to an open future; or to an individual development.  Admittedly, we might be talking about future humans, and it is debatable whether future beings have rights as such.  While it is tempting to think genetic science will never go too far, Foucault’s revelations about the field of psychiatry and its regulation of normality suggest it is possible, and therefore worth reflecting on. 
The examination

As a more conservative, less invasive, and seemingly less troubling process, let us consider for a while the territory of genetic testing.  Genetic screening and testing is clearly not limited merely to its function of gathering knowledge, since revelations of foetal abnormality or the possibility of future disability may lead to abortion and/or embryo selection.  Even where it is defended as the gaining of knowledge for benevolent purposes, genetic screening constitutes the kind of “panopticism” Foucault (2001b) sees at work in the examination, itself a technology which constitutes the individual as effect and object of power, as effect and object of knowledge.  
It is the examination, which, by combining hierarchical surveillance and normalising judgment, assures the great disciplinary functions of distribution and classification, … continuous genetic accumulation, optimum combination of aptitudes and, thereby, the fabrication of cellular, organic, genetic and combinatory individuality (Foucault, 1977: 192).

It is the examination that makes individuals visible and thereby able to be differentiated and judged.  The examination is, for Foucault, an expression of power in its establishment of truth; and, in the way its procedures of discipline manifest “the subjection of those who are perceived as objects and the objectification of those who are subjected” (ibid.: 184).
The examination is seen not as inquiry, but as supervision and surveillance by someone who exercises power and thus has the possibility of both supervision and constituting knowledge concerning those being examined.  The new knowledge is not about whether or not something has occurred, or what something is like; but is organised around what is deemed the norm, in terms of what is normal or not, correct or not, in terms of what one must do or not do.  The kind of knowledge being developed in the observation, objectification, documentation and measurement by genetic science is constitutive of power for those in the scientific observer role, and in the manner of Foucault’s examination, constitutes a mode of normalisation with its concomitant regulative function.  In most spheres of science – and education is increasingly becoming a science – observation and measurement are the first steps in an eventual prediction and control. 
Besides the objectifying and constructive effect of the examination as panopticon, genetic screening has other impacts.  The ownership and availability of any test results raises a number of issues, including the right to privacy of the screened subject, the rights of others to know any subsequent impact on them (in the case of hereditary diseases etc.), and the ethics involved in the discriminatory use of that information by employers or insurance companies.  Where screening or the ability to interfere with genetic code is available, there is likely to be a change of attitude towards those with genetic disease or disability and/or their parents.  It is possible that people with disabilities who did not have their genes engineered, will be judged as socially irresponsible, deserving of their own fate; or, in the case of insurance companies – responsible for their own plight and therefore not deserving of any compensation.  One’s genetic information may also become a necessary feature of curriculum vitae for employers, so that those who choose not to reveal such information may be deemed as having something to hide.  
Many parents act to ‘bring out the best’ in their children, or ‘develop the potential’ that is already there.  Some may want to use genetic intervention to develop their children’s natural assets as well.  Genetic enhancement of one’s offspring might be interpreted as a kind of existential cosmetic surgery – an expression of parental love comparable to seeking enrolment in an elite school.  Or, it may look like the very opposite: “the irreversible and interminable imposition of parental power on one’s child” (Junker-Kenny 2005: 2).  Either way, intentional genetic selection or the preference for design over contingency can be construed as a refusal to deal with otherness, and a denial of a child’s originality.  According to Habermas, eugenic interventions aiming at enhancement reduce ethical freedom in that they irreversibly subject the person concerned to the intentions of third parties, and thereby prevent the “spontaneous self-perception of being the undivided author of his own life” (Habermas, 2003: 63-4).  The enhancement debate takes on a particular hue in the market economy as the social and cultural context for education.  Where the value of school education is increasingly assessed as the ability to compete, the best life possible is likely to be judged in terms of the ability to beat one’s competitors (Junker-Kenny, 2005).  As technology advances, it is clear that foetal screening too will eventually inform a wide variety of choices, exposing parents to possible social pressure to make those choices in socially approved ways: “Eugenics thus enters through the ‘back door’ rather than by state decree” (Buchanan, Brock, Daniels & Wikler, 2000: 335).  
Habermas differentiates between positive eugenics (as enhancement) and negative eugenics (as therapy), although admitting that the boundaries are fluid and problematic.  Although rejecting enhancement technology, he supports therapeutic gene manipulations, provided that consent is obtained from the person being treated.  In the case of an embryo, though, where consent cannot be sought, Habermas suggests it is appropriate to “anticipate the future person’s consent” (Habermas, 2003: 43), although such assumed consensus is to be invoked only for the goal of “avoiding evils which are unquestionably extreme and likely to be rejected by all” (ibid.).  Thus, for Habermas, it is the intentions of the geneticist that matter, not the ontological status of the embryo.
Although genetic science might improve aspects of our heritage for future generations, we also pass on our cultural preferences, our patterns of family life and our commitment to reproductive freedom – social aspects which might more than outweigh any benefits of a “more determinedly eugenic approach” to human reproduction (Buchanan et al., 2000: 336).  Any intended improvements work towards someone’s ideal, but people espouse a range of different and sometimes competing values, so it is a matter of conjecture whose ideal should hold sway.  Ideal… normal… desirable… a litany of normative indicators posing as objective judgments, but used to gain the moral high ground to enrol political support for a particular version of the better.  However, even if we were able to agree on what better might be, it is doubtful that it should be pursued by any means or at all costs.
Subjectivity and identity construction

Although we might feel complacent with legislation and with governing bodies that offer protection from such developments, Rifkin (1998) warns that after more than forty years of running on parallel tracks, the information and life sciences are slowly fusing into a single technological and economic force – a marriage of computers and genes that alters our reality at the deepest levels of human experience.  The computer is increasingly being used to manage genetic information, with the growth of new fields of knowledge like bioinformatics – the processing of biological data to “remake the natural world” (Rifkin, 1998: 3-4).  Under the epithet “The Biotech Century”
, Rifkin suggests that the new science represents our “fondest hopes and aspirations” as well as our “darkest fears and misgivings”:
The technology touches the core of our self-definition.  The new tools are the ultimate expression of human control – helping us shape and define the way we would like to be and the way we would like the rest of living nature to be.  Biotechnologies are ‘dream tools’, giving us the power to create a new vision of ourselves, our heirs, and our living world and the power to act on it. (Rifkin, 1998: xii)

Rather than considering the computer as merely a tool, Turkle (1984: 13) focuses on the “subjective computer”; i.e., the computer as it affects the way that we think, especially the way we think about ourselves. Her question is not what the computer will be like in the future, but instead, what we will be like.  Already, she notes, computers have been personified – credited with having intentions, trying their best, being intelligent, communicating with other computers, and becoming confused.  Conversely, people are thinking of themselves in computational terms:
Their language carries an implicit psychology that equates the processes that take place in people to those that take place in machines. It suggests that we are information systems whose thought is carried in ‘hardware’, that we have a buffer, a mental terrain that must be cleared and crossed before we can interact with other people, that for every problem there is a pre-programmed solution on which we can fall back ‘by default’, and that emotional problems are errors that we can extirpate. (Turkle, 1984: 17)

The image of the machine as tool is reassuring because it defines a means-ends relationship. With tools we forge things that can be used by other people.  However, in contradistinction to tools as merely extensions of their users, Turkle finds in computers machines imposing their own rhythm on the people who work with them, to the point where it is no longer clear who or what is being used, with one interviewee demolishing the idea of free will or responsibility for one’s own actions, claiming that the mind is not thinking; it is, like a computer, just doing.
In similar manner to the fusion between people and computers, it is suggested here that in limiting the definition of human life to scientific explanations at the expenses of spiritual, cultural and communal considerations, and in talking about human beings as constituted by their genetic parts, we are progressively moving to the rhythm of the machine – in this case the genetic machine rather than the silicon one.  With genes as the building blocks of life, and the language of genes naturalised into our everyday talk, it is easy to slip from units of conversation to units of consideration, so that we come to think in those terms as well.  Human reality then becomes a manifestation of genetic code – a way in which we come to conceptualise living tissue, and thus human nature.  It is not surprising then, that suspicions are aroused when governments promote and sponsor dialogue events whose express purpose is to get people talking about these issues
.  (Perhaps it lends subtle depth to the war-time adage that dangerous talk costs lives!)  
With the language of the genes naturalised and our selves as computer subjects, the reduction of what it is to be human to a set of genetic code portrays (or reveals) our existence as a set of information to be processed, and so licenses the kind of bioengineering that our ontological being or our moral selves do not allow for.  As living beings are drained of their substance and turned into abstract messages, Rifkin argues, life becomes a code to be deciphered with no question of sacredness or specialness.  
In the age of biotechnology, separate species with separate names gradually give way to systems of information that can be reprogrammed into an infinite number of biological combinations. It is much easier for the human mind to accept the idea of engineering a system of information than it is for it to accept the idea of engineering a dog, chimpanzee, or human being. In the coming age it will be much more accurate to describe a living being as a very specific pattern of information unfolding over a period of time. (Rifkin, 1998: 214-5)

The normalising of intentional genetic design is signalled in a recent news report of the review of fertility laws in Britain that may allow couples to choose the sex and possibly the genes of designer babies (Brits may lift 'designer baby' ban, 2005).  For the first time, ministers are contemplating the possibility of removing a blanket ban on scientists altering the genetic structure of human embryos, and raising the possibility of allowing the creation of part animal / part human embryos for research.  Public Health Minister, Caroline Flint, is quoted as saying that although the act has done a good job in taking public confidence with it, “We need to take stock… We never expected that the act would remain forever unchanged in the face of major developments in science and medicine."  So even legislative protection is unlikely to be any kind of bastion of defence against the eventual technologising of human nature and the emergence of customised babies – generation XY, perhaps.
The argument put forward in this paper is, that under the imperative of science, the transition from the way we speak about our genes to the way we think about our identity, may now be achieving its completion as a legitimation for how we will eventually change the human genome.  
Who guards the guardians?

The Roman satirist Juvenal first raised the question ‘Who guards the guardians?’ to keep Plato’s philosopher-king in check. For centuries the best (but still unsatisfactory) answer was to have ethical and upright officers as the guardians of society.  More recently, satellite surveillance, video recorders and mobile phone cameras have provided evidence of appropriate (or not) behaviour by authorities charged with societal order.  New Zealand has a Bioethics Council to advise in matters biotechnological, and a national ethics committee to oversee ethical issues in the field of human reproduction.  But as the science becomes more and more expert, ordinary people are less and less likely to understand what is being done at the cellular and nano level, and so rely on the precautionary principle – a mechanism for reducing, if not eliminating, risks to public health and/or the environment.  Although there is no definitive expression of the principle, its various formulations advise that we take measures to avoid harm to the environment and public health even if we are not sure about that harm.  One typical formulation, appropriate to the field of biotechnology is:
If there is reason to believe that a technology or activity may result in harm and there is scientific uncertainty regarding the nature and extent of that harm, then measures to anticipate and prevent harm are necessary and justifiable (Raffensperger & Barrett, 2001: 811). 

The Royal Commission Report considered the precautionary principle at length but remained unconvinced that a single principle could be applied across the board to the use of genetic modification in New Zealand. Decisions on the use of the technology, the report noted, must rest on a range of factors, including the risks and acceptability to the public of the proposed use.
Obviously, the precautionary principle errs on the side of conservatism, and has been criticised for that by Max More, president of the Extropy Institute
, arguing that it assumes worst case scenarios, that it credits regulation with always being beneficial, that it ignores the potential benefits of technology and that it puts the burden of proof too heavily on proponents of technology.  He advances instead a proactionary principle
 espousing freedom to innovate, decision-making processes based on science rather than emotion, and an awareness of the costs when technological development is stalled.  According to More, we can become more than we are now.  Through intentional design, “we can become stronger, healthier, happier, and smarter. We can become more loving, more effective, more compassionate, and more energetic”
.
Conclusion

Unfortunately, there is no reconciliation in a debate of this nature, and as educators we need to interpret from it what we can in its application to our field of thought.  As philosophers, I suggest, we need to engage with Heidegger’s warning about the neutrality of technology, that we are most blind to its effects when we consider it as neutral – or worse, beneficial.  As teachers, we have some responsibility for the interpretation of our culture and the formulation of patterns of thought in young minds.  It is important, therefore that we ask the crucial questions about what we should be doing, rather than just delivering assessable learning packages.  As academics, we need to ask, too, what kind of society we want and how authority for that society should be accorded, especially where authority is by dint of expert status in the formulation of what is normal.  The caution is extended, in education, for a healthy degree of suspicion towards those who would have us believe that the brighter future awaits in compressed learning technologies, in psychological techniques or in applied neuroscience as the only and inevitable metaphor for education.  Finally, as human beings, we need to treat with awe and respect the “godlike power” of the new genetic technologies (Rifkin, 1998), for the sake of the biological futures and features of the many beings who come after us.  Although any new technology has risks, we are warned, “this one has special features. They need to be addressed with wisdom and discernment” (Royal Commission on Genetic Modification, 2000: 363).
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� Willy Terpstra was diagnosed with motor neurone disease and flown to Beijing where a Chinese surgeon drilled holes in her skull and inserted two million stem cells into her brain to try and regenerate her ailing nervous system (Fleming, 2005)


� Although findings from the Human Genome Project indicate that complex beahaviours are not controlled by single genes, other reports argue that genetic research is rapidly progressing into the genetic basis of complex traits like intelligence and criminal behaviour (See Savulescu, 2001).  Neuren Pharmaceuticals is also developing a ‘brain repair’ drug (NZPA, 2005);


� ‘The Biotech Century’, a catch-phrase that featured on the cover pages of both Time Magazine and Business Week in 1997, also appeared as the title of Rifkin’s (1998) book, and in its lengthened form, as a chapter heading in the Report of the Royal Commission on Genetic Modification (2001). 


� A discussion forum was held in Hamilton on 16 November 2004, entitled ‘Human Biotechnology: Are We at Risk’.  The Ministry of Research Science and Technology sponsored the event, with the following included in the invitation: “What we are trying to do in this project is to find ways of engaging scientists and non scientists in issues of scientific importance.  We are not trying to change minds… we want to provide an opportunity to bring together interested people to discuss, rather than debate, the issue of human biotechnology”


� The Extropy Institute, a non-profit educational organisation founded in 1991, promotes a number of principles: perpetual progress, self-transformation, practical optimism, intelligent technology, an open society (in terms of information and democracy), self-direction, and rational thinking.  The general thrust is towards a society and a view of human development without political, social and cultural constraints on development, using technology for augmenting human physiology and neurology, valuing individual (negative) freedom, and favouring reason over tradition. (see � HYPERLINK "http://www.extropy.org/principles.htm" ��http://www.extropy.org/principles.htm�) 


� � HYPERLINK "http://www.maxmore.com/proactionary.htm" ��http://www.maxmore.com/proactionary.htm�


� (� HYPERLINK "http://www.incipientposthuman.com/beginnings.htm" ��http://www.incipientposthuman.com/beginnings.htm�)
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